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Abstract

Voice conversion is a technique for producing utterances
using any target speakers’ voice from a single source spea-
ker’s utterance. In this paper, we apply cross-language
voice conversion between Japanese and English to a sys-
tem based on a Gaussian Mixture Model (GMM) method
and STRAIGHT, a high quality vocoder. To investigate
the effects of this conversion system across different lan-
guages, we recorded two sets of bilingual utterances and
performed voice conversion experiments using a map-
ping function which converts parameters of acoustic fea-

tures for a source speaker to those of a target speaker. The

mapping functions were trained using bilingual databases
of both Japanese and English speech. In an objective
evaluation using Mel cepstrum distortion (Mel CD3), it
was confirmed that the system can perform cross-language
voice conversion with the same performance as that within
a single-language.

1. INTRODUCTION

Since voice conversion allows mapping of any target spea-
ker’s voice after training using a small number of source
speaker utterances (roughly 50-60 sentences), it has a po-
tential for various applications. Our goal is to capture
not only the target speaker’s voice and speaking style, but
also to convert across language pairs which the original
speaker may not be capable of. This method would have
potential applications in e.g., computer aided language
learning system and interpretation systems, although cro-
ss-language voice conversion has not yet been well Te-
searched.

For cross-language conversion, the quality of convert-
ed speech should sound as if the target speaker had spo-
ken the other language, and the speaker individuality sho-
uld also be preserved across different languages. An at-
tempt was made by Abe et al [1] in the late 1980’s be-
tween Japanese and English using a codebook mapping
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method [2], which became the typical voice conversion
algorithm. Recently, an algorithm based on the Gaussian
Mixture Model (GMM) has been proposed by Stylianou
et al {3),[4]. The advantage of this method is that the
acoustic space of a speaker is modeled by the GMM, so
that acoustic features are converted from a source speaker
to a target speaker continuously. The codebook map-
ping method uses a discrete representation through vec-
tor quantization. Voice conversion algorithms based on
the GMM method were applied to a high quality vocoder
STRAIGHT (Speech Transformation and Representation
using Adaptive Interpolation of weiGHTed spectrum) (Ka-
wahara et al [5],[6]), by Toda et al [7],[8]. From their ob-
jective and subjective evaluation report, this system suc-
ceeded to produce high quality of converted voice within
a single-language.

The purpose of the present paper is to apply cross-
language voice conversion using the GMM and STRAIG-
HT-based system and to evaluate the effect of it as a first
step towards producing high quality voice conversion be-
tween different languages. In the present study, we are
working on the assumption that this voice conversion sys-
tem will be applied to a practical pronunciation learning
system. In most language learning systems, there is only
a single language dataset for the learner (i.c., that of tar-
get speaker). However, we collected a bilingual female
speaker’s databases of both source and target texts for in-
vestigation into whether the differences between the two
languages has an effect on the converted voice.

2. VOICE CONVERSION ALGORITHM

In our method, p-dimensional time-aligned acoustic fea-
tures of a source speaker and a target speaker determined
by Dynamic Time Warping (DTW) are assumed as below,
where T denotes transposition.

source speaker : {[zg, %1, ---» zp_1}7},

target speaker : y{[v0, Y1, --+» Yp-1]" }:
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2.1. GMM-based voice conversion algorithms

In the GMM algorithm, the training data size and the
number of trainable parameters are variable [3],[4]. The
probability distribution of acoustic features z can be de-
scribed as

p(z) =Y alN(z; pi B, Sai=1 %20, (1)

i=1 =1

where N(z; u, £) denotes the normal distribution with
the mean vector g4 and the covariance matrix X. o; de-
notes a weight of class i, and m denotes the total number
of the Gaussian mixtures.

2.2. Conversion of acoustic features

Conversion of the acoustic features of the source speaker
to those of the target speaker is performed by a Mapping
Function, defined as follows,

F(v) = Elyle]
—S h(@)l + SR e =], )

=1
a:N(x; Bt BF7)

hi(z) = —m—l—ﬁr“‘ﬁj
(@)= $ esnte 15,5

where pF and p? denote mean vectors of class ¢ for the
source and target speakers. B is covariance matrix of
classi for the source speaker. £¥” is the cross-covariance
matrix of class # for the source and target speakers. These
matrices are diagonal.

2.3. Training of The Mapping Function

In order to estimate parameters such as o, 15, p!, 37, 875,
the probability distribution of the joint vectors z = [T,
yT|% for the source and target speakers is represented by

the GMM whose parameters are trained by joint density
distribution [9]. Covariance matrix 3} and mean vector

p7 of class ¢ for joint vectors can be written as

N
o= [ 3 : pi=| "3 3)
1] Efz E‘_:Jy ’ ”? .
Expectation maximization (EM) is used for estimating
these parameters.

3. ANALYSIS-SYNTHESIS METHOD

In a voice conversion system, not only the voice conver-
sion algorithm but the quality of the analysis-synthesis
method determines the quality of the synthesized voice.
Therefore, choosing a reliable analysis-synthesis method
is of importance. In our work, STRAIGHT was employed
as the analysis-synthesis method. STRAIGHT is a very
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Table 1: Recording conditions.

Recording place Sound treated room

Microphone SONY C353
Recording equipment || DAT SONY DTC-ZASES
Sampling frequency 43000 Hz
Number of sentences 60

high quality vocoder developed to meet the necessity of
a flexible and high quality analysis-synthesis {5),{6]. It
consists of pitch adaptive spectrogram smoothing and fun-
damental frequency extraction (TEMPO), and allows ma-
nipulation of speech parameters such as vocal tract length,
pitch, and speaking rate.

4. IMPLEMENTATION OF THE
CONVERSION ALGORITHMS

The GMM-based voice conversion algorithm has been
implemented in STRAIGHT by Toda et al {7], [8]. In
their system, acoustic features are described by the cep-
strum of the smoothed spectrum anatyzed by STRAIGHT.
In our work, however, we used Mel cepstrum because of
it’s closeness to human auditory perception. The prosodic
characteristics have not been considered yet but the fun-
damental frequency (Fo) of the source speaker is adjusted
to match the target speaker’s Fp in average of log-scale
for the source information. The adjusting function is de-
scribed as follows,

fo=—%fo @

T

where fo and f:, denote log scale Fy of source speaker
and converted speech of source speaker, and pg and gy
denote mean log scale Fy of source speaker and target
speaker.

5. EXPERIMENT
5.1. Speech Databases

Bilingual (Japanese and English) speech utterances of two
Japanese female speakers were recorded, sampled at 43000
Hz. Each speaker has long experience living in abroad or
having learned English from a native speaker since be-
fore the age of seven. The speakers read 60 bilingual
sentences selected from the ATR phonetically balanced
sentences [10]. After down sampling to 16000 Hz, the
50 sentences were used for training data sets, and the
remaining 10 were used for evaluation sentences for the
converted utterances. Table 1 shows other recording con-
ditions.
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Figure 1: Diagram of cross-language conversion proce-
dure, English converted voice trained by Japanese.

5.2. Voice Conversion

In order to investigate the differences between voice con-
version across different languages, both Japanese and En-
glish trained mapping functions were used for learning
the source and target speaker’s parameters for conversion
of acoustic features. Therefore, the system was tested on
4 types of female to female converted voice, (1) English
(Eng) converted voice trained by Japanese (Jpn), (2) Jpn
converted voice trained by Jpn, (3) Eng converted voice
trained by Jpn, and (4) Jpn converted voice trained by
Jpn.The procedure for producing utterances of (1) Eng
converted voice trained by Jpn and (2) Jpn converted voice
trained by Jpn are depicted in Figure 1 and Figure 2. The
procedures of voice conversion trained by English is the
same.

According to the previous work of Toda et al [71,[8],
the relation between the number of GMM classes and
cepstrum distortion (CD} saturates at a certain number of
classes, approximately 64, so we used 64 GMM  classes.
Other analysis parameters were shown in Table 2. Note
that the mean Fy of speakers is different.

6. EVALUATION

To evaluate speaker individuality objectively, a Mel cep-
strum distortion (Mel CD) function was calculated be-
tween the converted speech and the target speech. Mel
CD is calculated as below, where me{™™ and meltn
denote Mel CD coefficients of converted voice and target
voice, respectively.

MelCD = 10/in104/2582 (™™ — me{*)2. (5)

263

Sorce speaker
utterances |

| Japan esjq (Evaluation sentences) | 3 converted voice
F‘ + conversion rules| of a source speaker
2. Voice conversion
(Training System based on
sentances) GMM & STRAIGHT
1.Training the
acoustic features
Target speaker from a source
ulterances o a target

|Japanese|;- - @uation

{Evaluation sentences)

Figure 2: Diagram of single-language conversion proce-
dure, Japanese converted voice trained by Japanese.

Table 2: Analysis parameters.

Analysis Window Gaussian
sampling frequency 16000 Hz
Shift length 5ms
Number of FFT points 1024
Number of the GMM class 64
Training sentences 50
Evaluation sentences 10
mean Fj (source speaker} | Jpn: 270.0 Hz
Eng: 248.6 Hz
mean Fy (target speaker) Jpn: 2276 Hz
. Eng: 2339 Hz

¥ the value of Mel CD is smaller, speaker individuality of
converted voice is closer to that of target speaker. Figure
3 shows the results of Mel CD whose conversion rules
were trained by 50 English and 50 Japanese sentences.
Table 6 shows the values numerically.

We can see from the results in the table that character-
istics of converted speech were also improved within the
cross-language voice conversion. However, since there
are normally large spectral differences between Japanese
and English speech sounds, the resulis of the converted
speech trained by the same language show closer val-
ues (i.e. English converted voice trained by English and
Japanese converted voice trained by Japanese is still pre-
ferred). In addition, for producing a higher quality con-
verted voice, we must consider the voice quality differ-
ences between Japanese and English of the same speaker.
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Figure 3: Result of the objective evaluation experiment
of speaker individuatity.

Table 3: Values of Mel cepstrumn distortion.

Jpn (Hz) | Eng (Hz)
Qriginal Source - Target 3.33 3.53
converted voice - Target 232 2.5
(trained by Jpn)
converted voice - Target 2.59 2.52
(trained by Eng)

7. CONCLUSION

In this paper, we evaluated the effect of applying cross-
language voice conversion to a system based on GMM
(Gaussian Mixture Model) and STRAIGHT. From the re-
sults of the objective evaluation using Mel cepstrum dis-
tortion, it was found that the system performs cross-langu-
age voice conversion nearly equivalent to that of single-
langu- age conversion. This indicates that it has a pos-
sibility to be employed to a language learning system.
For the next step, the problem of mean fundamental fre-
quency (Fy) differences between Japanese and English
utterances of the same speaker and variation of the qual-
ity of voice must be considered, as this will cause in-
consistency in perception of converted voice sounds. Fu-
ture work will include developing a method of perceptual
evaluation which takes such differences into account.
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